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Abstract Correspondence analysis is an exploratory technique related to to principal components analysis which finds a
multidimensional representation of the association between the row and column categories of a two-way contingency
table. This technique finds scores for the row and column categories on a small number of dimensions which account
for the greatest proportion of the chi? for association between the row and column categories, just as principal
components account for maximum variance. Empirical investigation is carried out using discrete data collected
categorically. Graphical display of two or three dimensions are typically used to give a reduced rank approximation
to the data.
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INTRODUCTION

Correspondence analysis (CA) has proved to be very popular in research areas where large sets of discrete categorical
data are collected, in particular linguistics (Haassal and ganesh,1996, Romney et al., 1997 and Greenacre,2007),
ecology (Hoffman and Franke, 1986), archeology, marketing research, the social sciences (Terr Break, 1985,
Fellenberg et al.,, 2001), healthcare and nursing studies (Javalgi et al., 1992, Watts, 1997), environmental
management (Kishino et al.,1998) and genomics. Technically, correspondence analysis falls into the class of classical
multivariate statistical methods of dimensions reduction based on the singular value decomposition. One of the
benefits of CA is that it can simplify complex data from a potentially large table into a simpler display of categorical
variables while preserving all of the valuable information in the data set. This is especially valuable when it would be
inappropriate to use a table to display the data because the associations between variables would not be apparent due
to the size of the table. The aim of this paper has been to discuss new developments of correspondence analysis for
the application to discrete categorical two-way contingency tables. However, due to the nature of this procedure, only
a visualization of the association between the categories of the nonordered variable can be made.
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METHODOLOGY

Suppose a categorical data are collected in a two way(rxs)contingency table N with r rows
(labelled A,, A,,...,A,) and s columns (labelled B,,B,,...,B,)resulting in rs cells. The ijth cell has entry

n, , representing the observed frequency in row category A; and column category B Hi=L2, . j=12,s.

Then the marginal row total is ,, _ Z‘Y n i=12. , andthe jth marginal column totalis , _ Zr n,j=12...s
i+ ij? LR +j ij> 9 Lyeeeyd.
=i i=1

If the individual row and column categories are classified ,, _ ZV:ZS:”’ then the resulting table showing the cell
ij
i=l j=1
frequencies, marginal total and total sample size is called a correspondence table.

Table 1: Two-way contingency table, showing observed cell frequencies, row and column marginal totals, and total sample size

column Variable

Row Variable B, B, ... B, .. B  Row Total
4, ny o My My g n,

A2 n21 n22 n2j n2x n2+

Ai ntl ni2 ntj nis nH—

A, Ry My e My o R n,,
Column total n, n, .. n, .. §ng n

Suppose also that we denote by II, the probability that an individual has the properties A, and

B,,i=1,2,...,r,j=1,2,...,s . In the event of row variable A is independent of the column variable B, we have
that IT, =TI,IT,, where n,, :ZHﬁ and IT, ; ZZHU‘ forall i =1,2,...,r and j= 1,2,...,s.
J i
This paper is generally interested assessing whether A and B are actually independent variables or to investigate the
homogeneity of the row and column probability distributions; that is whether all rows have the same probability
distributions across columns or conversely, whether all the columns have the same probability distributions across

TOws.
Row and Column dummy variables.
For the two way contingency table above, we are interested in the relationship between the row categories and

column categories. We defines two sets of dummy variates, an r-vector X, = X"f to indicate which of the n

observations fall into the ith row, and the s- vector Yf - (Y’/) to indicate which of the n observations fall into the

Jth columns; that is, indicator vectors.
L if the jthindividaul belongs to A,
{0, otherwise
_ |Lif the jthindividual belongs to B,
- {0, otherwise
i=L2,...,r, j=12,...,8

i

i

- . . X Y .
These two indicator vectors are represented into two matrices, ~ ™ and ~ ", and are given by

1 ... 1.0 ... 0 ... 0 ... 0

o .. 01 .. 1 ... 0 ...0
X=. - . .. . s 2.1

0 0 0 0 1 1

1 0 0 0 0

o .. 01 ..1 ..0 ..0
Y={. .. . .. . s 22

0 0 0 0 1 1
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respectively. The two derived matrices X and Y reproduce the observed cell frequencies and their marginal totals.
The (rxs)- matrix, XY reproduces the observed cell frequencies of the contingency table

ny oy nyg
xy =" 2o ey 23
nrl nr2 nrs
o oXxXxT Yy’ . . . . .
The matrix and are both diagonal having as diagonal entries the r marginal row

totals and the s marginal column totals respectively.
T .
XX zdlag(n1+,n2+,...,nr+)

XYTzdiag(n+1,n+2,.. n )

245

24

2.5
Collecting (2.3), (2.4) and (2.5) together, we can form the (r + S)x(r + S)
the contingency table

MR

block matrix called the Brut Matrix for

Where,
T
D. =n xx 27
_ - T
D, =n"yy 28
The Brut matrix (2.6) above is non-negative symmetric.
Profiles, Masses and Centroids
Using the (rxs)-matrix
P=n"'XY"=n'N 29

The correspondence table N is converted to correspondence matrix

Table 2: Correspondence matrix, showing observed cell relative frequencies P (péi =ny /n) row marginal totals r (pH =N /n) and

"p., =n,/n)
column marginal totals C Pij =Ny /n

column Variable

Row Variable B, B, ... B, ... B, Row Total
4, Py P - Py - P Dy

4, P Pyn o Py - Do Py

4; Pu Pix e Py e Dy P

4, P P e Py o Py P
Column total p,, p., ... P, - D 1

Where = (p j =y ln ) are the cell relative frequencies, r= (p =N ) are row marginal totals and column

T _ —
marginal totals ¢ =Py =y, /n
The matrix P can be characterized as either the Uniformly Minimum Variance Unbiased (UMVU) estimator or the

Minimum likelihood (ML) estimator of I i . The (rxs) matrix P, of row profiles of N (or P) consists of the rows of N
(example,n; /n,, )

I, /I,

divided by their appropriate row totals
either the UMVU or ML estimator of

which under random sampling, can be characterized as
, the conditional probability that an individual has property B J

given that he or she has property 4 , and can be completed as the regression coefficient matrix of y on x; i. e.

a,
P =(xx")'xy"=p'P=| : 2.10
T
a?‘
Where af=[n—“, n—j
ni+ ni+
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/T,

Is the ith row profiles, under random sampling, can be characterized as UMVU or ML estimator of Hi/' i, the

conditional probability that an individual has probability 4, given that he or she has probability B/‘ , and computed
as the regression coefficient matrix of x and y, that is

b/
P=(ry)'rx"=D'P" =| 2.11
bT
n; n,
Where b = ( o, ’]
n n,;
Isthe /™ column profile, J = L2,....s
Then the row and column means of N are the row and column sums of P given by
n
N 2.13
PI‘+
2,
e A 2.14
P

+s5

Hence it can be shown that
r=P'D'c and c¢=P'D'r
ith N

n

Here the element P, =—— of the r-vector r is called the Row Mass and is the estimate of the unconditional

Jth element, P, = n;l’ of the s-vector c is called the Column

probability, I, , of belonging to 4 . Similarly, the

Mass and is an estimate of the unconditional probabilities H+.f , of belonging to B J . Moreso, r and ¢ are also
regarded as the average row profile and average column profile respectively of the contingency table.

Distances

Within Variable Distances

In correspondence analysis, it is pertinent to determine the distances between different row profiles or column
profiles. To achieve this we use the Chi-square metric as a measure of distance (see. Greenacre and Hastie, 1987).

Consider the ith row profiles. The within variable square Euclidean distance of the profile from «, and a; is

P n n. n,

J +j i+ i+

2
d* (ai ,a; ) = z n(,, — ”J and the Chi-squared distance between @ and ¢ row centriod and summing over all

row profiles yields

2
u ) A _nl+n+/ nﬁnﬂ
n;pwd (al ’(’) ZZ(”L/ n ] /[ ]

n

2.15
Which is the Pearson Chi-squared statistic
2 _ (Oz‘/ — £ )2 2.16
=22 .
13 J ij

y

n.n

With O, = n, the observed frequencies and E;; = —7 the expected cell frequencies.
i i n

Consequently, the row profile coordinate close to the centroid supports the hypothesis of independence, while those
situated far from the origin support its rejection. It can be shown that in a similar manner that squared Euclidean
distance of the jth column profile from the centroid is

2
nzpﬂdz(bj,r): ZZ(nU —n“nnHj /(’%j = Zz
im1

i=1 j=1 n

2.17
2
Where 7 is given by 2.16.
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3. EMPIRICAL EXAMPLE AND RESULTS

A two —way contingency table N with r =7 and s = 4 was adopted from the work of Haruna et al (2011). It relates to
data on political zones and votes by major political parties of a sample of 35906694 valid voters scored by four major
political parties in the six geo-political zones in Nigeria and FCT in the 2011 presidential election. It is given as a
(7x4)-matrix by

4985226 20335 25507 20537

2836417 321609 1369943 30456

6014283 49691 143060 10819

N=Xv" =|2428350 1503319 83677 31583

1381297 3402933 55529 151956

3466924 6453437 120043 609246

253444 131576 2327 3170

T T
The matrices and are given by:
5051605 0 0 0 0 0 0
0 4558425 0 0 0 0 0
0 0 6217853 0 0 0 0
o O 0 0 4046929 0 0 0
0 0 0 0 4991715 0 0
0 0 0 0 0 1064965 0
0 0 0 0 0 0 390517
21365941 0 0 0
| 0 11882900 0 0
- 0 0 1800086 0
0 0 0 857767
Respectively, the matrices
D D , o xxt ooyy”
" and " ¢are obtained bydividing both and
by n=35906694.
0.14068 0 0 0 0 0 0
0 0.12695 0 0 0 0 0
0 0 017316 0 0 0 0
ool O 0 0 011271 0 0 0
A 0 0 0 013902 0 0
0 0 0 0 0 0.02966 0
0 0 0 0 0 0 001086
0.59504 0 0 0
D 0 0.33093 0 0
S () 0 005013 0
0 0 0 0.02389
To convert the contingency table N into the correspondence matrix, then the (rxs)-matrix
P=n"'N

0.13883 0.00061 0.00071 0.00057
0.07899 0.00895 0.03815 0.00084
0.16749 0.00138 0.00398 0.00031
=10.06763 0.04187 0.00233 0.00088
0.03846 0.09477 0.00155 0.00423
0.09655 0.17972 0.00334 0.01697
0.00706 0.00366 0.00006 0.00009

The row and column profiles with their individual masses D, = diag {r} and e = diagic are
Table 3: Row Profiles
Votes By Political Parties

Political Zones

PDP CPC ACN ANPP Active Margin
SOUTH EAST .987 .004 .005 .004 1.000
SOUTH WEST .622 .071 .301 .007 1.000
SOUTH SOUTH .967 .008 .023 .002 1.000
NORTH CENTRAL .600 371 .021 .008 1.000
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NORTH EAST 277 .682 .011 .030 1.000

NORTH WEST 326 .606 .011 .057 1.000
FCT .649 337 .006 .008 1.000
Mass .595 331 .050 .024

Table 4: Column Profiles
Votes By Political Parties

Political Zones

PDP CPC ACN ANPP Mass
SOUTH EAST .233 .002 .014 .024 141
SOUTH WEST 133 .027 761 .036 127
SOUTH SOUTH .281 .004 .079 .013 173
NORTH CENTRAL 114 127 .046 .037 113
NORTH EAST .065 .286 .031 177 .139
NORTH WEST .162 .543 .067 .710 .297
FCT .012 .011 .001 .004 .011
Active Margin 1.000 1.000 1.000 1.000

Which is the unconditional estimate of the probability IT,, of belonging to 4, and IT,; of belonging to B,

respectively.
Table 4 : Summary
. Proportion of Inertia Confidence Singular Value
Dimension Singular Inertia Chi Square Sig.  Accounted . Standard Correlation
Value Cumulative . —_—
for Deviation 2
1 .642 412 .701 .701 .000 .158
2 413 .170 .289 .990 .000
3 .076 .006 .010 1.000
Total .588 21117658.794 .000° 1.000 1.000

a. 18 degrees of freedom

From Table 4 above, the Pearson Chi-squared statistic of 21117658.794, and with a zero p-value, it is highly
statistically significant. Therefore, with a total inertia of 0.588 which is the measure of variation in the N, there is a
significant association between the votes scored by the major political parties and their political zones.

When correspondence analysis is applied as in this study, the squared singular values are
A =0.4122, A3 =0.1706 and A =0.0058 and the two dimensional correspondence plot is given in
Figure 1. There the first principal axis accounts for

0.4122/0.588*100 = 70.102% of the two variables, and the second axis accounts for 29.014%. Therefore, the
two dimensional plot of Figure 1 graphically depicts 99.116% of the association that exist between the votes by
political parties and its political zones.
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Figure 1: Symmetric Two dimensional Correspondence Map for the votes by political parties/political zones

CONCLUSION

The forgoing discussion we have developed a method for the analysis of two-contingency table using the correspondence
analysis technique. The empirical result obtained shows that the pattern of voting in the 2011 presidential election were
the same in the south east and south south, north central and FCT, north east and north west respectively, only south
west demonstrated a different pattern. On the number of votes scored by the political parties, CPC and ANPP scored had
the similar pattern while PDP and ACN seem to standout on their pattern.
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