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Abstract: In this paper, forecasting of monthly mean of maximum 

surface air temperature of India using seasonal autoregressive 

integrated moving average (SARIMA) model, feed forward neural 

networks (FFNN) and hybrid models are discussed. Prediction 

ability of the models compared with the various statistical methods. 

The results show that there is an increasing trend in the monthly 

mean of maximum SAT in India.  

Keywords: ARIMA, Neural Networks, Hybrid Models, Surface Air 

Temperature. 
 

1. Introduction 
The surface air temperature (SAT) represents an 

important element of a regional climate. Therefore 

maximum and minimum values of SAT are commonly 

used as an input in various environmental applications, 

including agriculture, forestry, fisheries and ecological 

models to predict likely changes at field and landscape 

level attributes. Changes in SAT during the last century 

widely discussed among researchers and scientists in the 

field of climate change. The increase in temperature is 

global phenomena and many scientists are pondering 

upon its likely impact on human beings. At national level, 

over the past century increase of 0.4 
0
C surface 

temperature has been observed (NAPCC, 2008). The 

likely increase in SAT can have severe effect on crops 

and livestock if the intensity will be higher. There is 

speculation that the mean annual temperature would rise 

up by 1 to 2
o
 C. The increase in maximum and minimum 

surface air temperature will lead to increasing 

evapotranspiration from the plants and eventually the 

deepening of water table, effect on the physiology of food 

crops and reduced yield as well as the quality and 

nutritional values.. Thus our food security may be sooner 

at risk. The rivers and ponds will get dried due to increase 

evaporation which may give a call for scarcity of water in 

the near future. The increase in temperature would also 

accompany the increasing consumption of energy 

particularly electricity in urban areas. So the energy 

industries will be in crisis. Increasing in temperature 

would also lead to melting of polar ice which causes to 

increase the sea level and there would be inundation of 

coastal areas. Also the marine ecosystem may be 

endangered. Vagaries in monsoon and erratic rainfall 

could also be noticed. Increase in temperature would also 

effect on forest and animal ecosystem. There would be 

migration of birds and animals, severe incidents of forest 

fire could be seen.  SAT prediction is of a concern in 

environment, industry and agriculture. Thus the study of 

variability in SAT is very important to deal with the 

likely impacts. In this context SAT forecasting is useful 

in determining the probability of tornados and flood 

occurrence in advance. Fan and Dool (2008) analyzed the 

monthly land surface air temperature. Mostovoy et al. 

(2006) discussed on statistical estimation of daily 

maximum and minimum air temperatures. Modelling of 

daily temperature extremes and climate changes over 

Europe was discussed by Kjellstrom et al. (2007). Kitoh 

and Mukano (2009) present the variability in daily and 

monthly surface air temperature with the help of multi-

model global warming experiments. The fluctuations of 

surface air temperatures were discussed by Hasanean 

(2001). Application of neural networks for the prediction 

of hourly mean surface temperatures was discussed by 

Tasadduq et al. (2005). Smith (2006), Afzali et al. (2011), 

Shrivastva et al. (2012) discussed on climate prediction 

using neural networks. Box-Jenkins methodology for the 

forecasting of air and water temperatures was discussed 

by Stein and Lloret (2001). In this paper, forecasting of 

monthly mean of maximum surface air temperature of 

India using seasonal autoregressive integrated moving 

average (SARIMA) model, feed forward neural networks 

(FFNN) and hybrid models are discussed. Prediction 

ability of the models compared using the error measures 

such as mean absolute error (MAE), mean absolute 

percentage error (MAPE) and root mean squared error 

(RMSE).  
 

2. Methodology 
This section presents the methodology of 

SARIMA models, neural networks, hybrid models and 

the testing procedures for equal prediction accuracy of the 
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models. Seasonal autoregressive integrated moving 

average (SARIMA) model for any variable involves 

mainly four steps: Identification, Estimation, Diagnostic 

checking and Forecasting. The basic form of SARIMA 

model is denoted by ( ) ( )
S

QDPXqdpSARIMA ,,,,  and the 

model is given by 

( ) ( ) ( ) ( )
t

s

Qqt

D

s

ds

Pp aBBZBB Θ=∇∇Φ θφ , where tZ is the 

time series value at time t and ΘΦ andθφ ,, are 

polynomials of order of p, P, q and Q respectively. B is 

the backward shift operator, 
stt

s
ZZB −=  and ( )B−=∇ 1 . 

Order of seasonality is represented by s. Non-seasonal 

and seasonal difference orders are denoted by d and D 

respectively. White noise process is denoted by ta . The 

Box-Jenkins methodology involves four steps (Box et al., 

1994): (i) identification (ii) estimation (iii) diagnostic 

checking and (iv) forecasting. First, the original series 

must be transformed to become stationary around its 

mean and its variance. Second, the appropriate order of p 

and q must be specified using autocorrelation and partial 

autocorrelation functions. Third, the value of the 

parameters must be estimated using some non-linear 

optimization procedure that minimizes the sum of squares 

of the errors or some other appropriate loss function. 

Diagnostic checking of the model adequacy is required in 

the fourth step. This procedure is continued until an 

adequate model is obtained. Finally, the future forecasts 

generate using minimum mean square error method (Box 

et al. 1994). SARIMA models are used as benchmark 

models to compare the performance of the other models 

developed on the same data set. The iterative procedure 

of SARIMA model building was explained by Kumari et 

al. (2013), Boiroju (2012), Rao (2011) and Box et al. 

(1994). Recently, ANN models have received increasing 

attention as decision making tools. Plentiful studies have 

shown that neural networks can be one of the very useful 

tools in time series forecasting. Neural networks have 

general nonlinear function mapping capability which can 

approximate any continuous function with arbitrarily 

desired accuracy (Zhang et al., 1998). Neural networks 

are data driven and data mining techniques provides a 

single platform for many of the statistical applications 

(Boiroju, 2012). Feed-forward neural networks (FFNN) is 

the most popular neural networks models for time series 

forecasting applications. The input nodes are the previous 

lagged observations, while the output provides the 

forecast for the future values. The hidden nodes with 

appropriate nonlinear transfer functions are used to 

process the information received by the input nodes. The 

FFNN model with a single hidden layer can be written as

t

q

j

p

i

ojitijjt ZfZ εγγββ +







++= ∑ ∑

= =

−

1 1

0

, where p  is the number of 

input nodes, q  is the number of hidden nodes, f  is a 

hyperbolic tangent function. },,1,0,{ qjj �=β  is a vector 

of weights from the hidden to output nodes and 

},,2,1;,,1,0,{ qjpiij �� ==γ  are weights from the input 

to hidden nodes. The input and output variables 

transformed in to the range of the activation functions. 

Usually, standardization of the input and output variables 

is sufficient to achieve the acceptable accuracy of the 

models. Faraway and Chatfield (1998) discovered that 

FFNN model performs better than the SARIMA model 

and it also reduces the mean square errors of out-of-

sample prediction. A comprehensive review of the current 

status of research in this area is provided by Kumari et al. 

(2013), Rao (2011), Boiroju (2012) and Zhang et al. 

(1998).  

The hybrid models have been introduced to 

overcome the deficiency by using individual models. The 

hybrid models merge different methods to improve the 

prediction accuracy (Sallehuddin, 2007). Both the 

theoretical and empirical findings in the literature show 

that combining different method can be an effective and 

efficient way to improve forecasts.  Therefore hybrid 

ARIMA and ANNs methods have been used for 

modelling both the linear and non-linear patterns equally 

well (Aladag et al. 2009). A hybrid ARIMA and support 

vector machines model was discussed by Pai and Lin 

(2005). A hybrid ARIMA and FFNN model was given by 

Zhang (2003) and a combined model of SARIMA and 

FFNN model was presented by Tseng et al. (2002). 

Aladag et al. (2009) modified the Zhang’s hybrid 

approach by considering Elman’s recurrent neural 

network for the non-linear component in the model. A 

comparative study of autoregressive neural network 

hybrids was carried out by Taskaya and Casey (2005).  

The hybrid SARIMA and FFNN models, composed of 

seasonal-linear and non-linear components as follows: 

ttt eTZ ˆˆˆ +=  where tZ denotes original time series, tT

denotes the seasonal linear component estimated by 

SARIMA model and te is the residual obtained from the 

SARIMA model, which denotes the non-linear 

component estimated by FFNN model.  FFNN model 

developed for the residuals generated by the SARIMA 

model as function of previous residuals to estimate the 

non-linear component.  

3. Results 
This section presents the forecasting models for 

monthly mean maximum surface air temperature using 

SARIMA, FFNN and hybrid models. The monthly mean 

of maximum surface air temperature in degrees Celsius 

data of all India during 1950 to 2007 is collected from 

Indian Institute of Tropical Meteorology (IITM), Pune, 
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India. From the given data last five years data during 

2003-2007 are used as an out-of-sample set to measure 

the predictability of the selected models using mean 

absolute error, mean absolute percentage error and root 

mean squared error. Forecasts are generated for the years 

from January 2008 to December 2013.  

The time plot (Figure 1) of the monthly maximum surface 

air temperature during 1950-2002 is given below and it 

clearly indicates that the series is seasonal.
 

 
Figure 1: Time plot of monthly mean of maximum SAT in India 

 

The Box-Jenkins methodology is applied to the given data to obtain an adequate model and the model parameters are 

estimated with the help of SPSS software.  
 

Table 1: SARIMA model parameters 

Transformation Parameter Estimate SE t-statistic Sig. 

No Transformation 

AR Lag 1 0.717 0.074 9.685 0 

MA Lag 1 0.459 0.094 4.892 0 

Seasonal Difference 1 
   

MA, Seasonal Lag 1 0.965 0.029 33.372 0 

 

The SARIMA (1, 0, 1) x (0, 1, 1)12 forecasting model for the given data is obtained as 

tt aBBZB )965.01)(459.01(
~

)717.01( 121

12
−−=∇− . Future forecasts of maximum SAT using this model are presented in the 

Table 3.  

 

For building the FFNN model, the in-sample data set is partitioned into training set with 70 percent of the 

observations and the remaining 30 percent of the observations taken under the testing set. The FFNN model consists of 

an input layer, a hidden layer and an output layer. Input layer consists of 14 units representing the months (numbers from 

1 to 12), 1−tZ  and 12−tZ  values and the output layer consists of only one neuron, which represents the forecast value ( tẐ

) of the series. The optimum number of hidden neurons is four obtained using forward selection procedure. The network 

is trained with the hyperbolic tangent function as an activation function under batch mode with the scaled conjugate 

learning method. The network is trained until the number of epochs is equivalent to 10000 as a stopping criterion. SPSS 

software is used to train the network and with these specifications the following FFNN model is obtained. 
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M= month, ( ) ( ) )(/)( 1111 −−−− −= tttt ZZZZS σµ , ( ) ( )( ) ( )12121212 / −−−− −= tttt ZZZZS σµ and ( )AI is an indicator function. 

The hybrid forecasting model is a combination of SARIMA and FFNN models. Let the hybrid model is ttt eTZ ˆˆˆ +=

where tT̂  is estimated using 
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 Table 2 depicts the forecasting errors of the three models and it is observed that the FFNN model has minimum 

error compared to other two models in both the samples. The hybrid model has minimum error as compared with the 

SARIMA model but not to the FFNN model. This model improved the prediction accuracy of the SARIMA model and 

performed well at the out-of-sample set as compared with other two models. Even though the errors of the three models 

are approximately same, FFNN model preferred for forecasting the monthly mean of maximum surface air temperature 

since this model can predict both the linear and nonlinear patterns in the series. 
 

Table 2: Forecasting errors of the models 

Sample Error SARIMA FFNN Hybrid 

In-Sample 

MAE 0.526 0.508 0.519 

MAPE 1.742 1.696 1.722 

RMSE 0.706 0.681 0.704 

Out-of-Sample 

MAE 0.512 0.498 0.489 

MAPE 1.677 1.631 1.603 

RMSE 0.820 0.773 0.801 

 

The forecasts of monthly mean of maximum surface air temperature in India for the year 2013 given in the Table 3 

manifested that the monthly mean surface air temperature varying from 24
o
C to 36.5

o
C during the year 2013. The 

minimum of maximum surface air temperature observed in the month of January (24.33 
0
C) whereas, the maximum of 

maximum surface air temperature observed in the month of May (36.48 
0
C).  
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Table 3: Forecasts of monthly mean of maximum SAT for the year 2013 

Month, 2013 SARIMA FFNN Hybrid 

Jan 24.19 24.33 24.13 

Feb 26.73 26.94 26.68 

Mar 31.08 31.28 31.24 

Apr 34.84 35.02 34.92 

May 36.40 36.48 36.39 

Jun 34.56 34.86 34.64 

Jul 31.49 31.58 31.45 

Aug 30.69 30.82 30.70 

Sep 31.15 31.39 31.07 

Oct 30.99 31.15 31.04 

Nov 28.20 28.29 28.34 

Dec 25.09 25.20 25.09 
 

The following table presents the cumulative growth rate (CGR) in the monthly mean of maximum SAT in India during 

the previous five years. It is observed that, the mean of maximum SAT is increasing at 2.1 per centin the month of 

January whereas a negative growth was observed in the month of March and the same is decreasing at the rate of -0.64 

per centin the previous five years.  
 

Table 4: Compound growth in monthly mean of maximum SAT in India 

Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

CGR (%) 2.10 1.21 -0.64 0.08 -0.11 -0.54 -0.16 0.23 0.10 0.87 0.17 0.20 
 

With the above compound annual growth rates for each month, we can expect the minimum of maximum temperature in 

India may touch 30
o
C by the year 2015 and it will increase to 33.28

o
C by the year 2020, while the maximum of 

maximum temperature will reaches 43.10
o
C by the year 2015 and the same may be expected to 47.83

o
C by the year 

2020. 
 

4. Conclusion 
Advances in monthly average of maximum SAT 

forecasts are important for planning in different economic 

sectors, such as agriculture, energy industry, food 

industry, tourism sector etc. Prediction of the solar 

radiation, energy consumption, ground water level, sea 

water level, rainfall etc. is related to SAT forecasting. It 

will give alarm of likely events that are going to happen 

in near future and help to frame the strategies to deal 

with. It is observed from the above study, FFNN model 

performing well at forecasting of monthly mean of 

maximum SAT in India as compared to the SARIMA and 

hybrid models. The hybrid model performing better than 

the SARIMA model and FFNN model is better than the 

hybrid model at forecasting of maximum SAT. The 

forecasts reveal that the monthly mean of maximum SAT 

is around 30
o
C-36

o
C during March to October, 2013 and 

even it is more in the winter season (November to 

February, 2013) and which varies in between 28
o
C and 

24
o
C. The monthly mean of maximum SAT is slowly 

increasing and fluctuating between 23
o
C and 37

o
C during 

2003-2007 and which can be expected to increase in the 

near future also. The highest increase in the maximum 

temperature during the previous five years was observed 

in the months of January and February and the same was 

decreasing in the months of March and June, which is 

evidence that the winter is extending to the month of 

March and monsoon will arrive in the early of June.  
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